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Summary 

Starting in December of 2017, on the recommendation of its Teaching Effectiveness 

Committee, Auburn University modified the questions that would comprise the University-

required Student Evaluations of Teaching (SETs) questions administered at the end of the 

semester for the majority of university classes. Part of the impetus for that change was to move 

away from questions that are intended to be summative evaluations of teaching (i.e., absolute 

measures of the quality of teaching) in favor of questions that are more formative evaluations of 

teaching (i.e., specific ways in which teaching can be improved). This change was based on an 

increasing body of research that demonstrates the inability of SETs to evaluate individual 

teaching effectiveness in a summative manner. In this report, we briefly review the literature on 

the utility of SETs. Furthermore, we review the literature for expert advice on how SETs can and 

should be used and for advice on how teaching effectiveness can be evaluated. We close with 

specific recommendations for how teachers should be evaluated at Auburn University, via SETs 

and other measures of teaching effectiveness, for the purposes of promotion, tenure, annual 

review, and other employment decisions. 

 

Introduction 

 One of the charges of the University Teaching Effectiveness Committee at Auburn 

University is to oversee the Student Evaluations of Teaching (SETs) that are conducted at the 

end of the semester for the majority of undergraduate classes at the university, including the 

development of the questions that will be used in those SETs (Auburn University, 2016). In 

2016, the Teaching Effectiveness Committee began an extended examination of the questions in 

use at the time (used since 2011) and, finding that revisions were in order, began the process of 

developing new questions for use in the university-wide SETs. Part of this process included 

modified focus groups with faculty and students, and was informed by an in-depth review of 

existing research on SETs, including their validity, reliability, and utility, in order to write 

questions that would be of broad applicability in their use. In conducting this research, the 

committee found a substantial body of research suggesting that SETs are generally of limited 

value for summative (i.e., absolute) evaluations of teaching effectiveness of individual 

instructors (see below). Thus, the committee set forth to generate questions for the SETs that 

would be of greatest value in the formative evaluations of teaching; that is, ways in which 



teaching effectiveness can be improved over time. The final questions chosen mirrored the 7 

principles for good practice in undergraduate education by Chickering and Gamson (1987). In 

discussions about changes to the SETs, it also became apparent to the committee that many units 

on campus were using SETs in an inappropriate fashion. Thus, the committee decided to write 

this report with the goal of providing well-supported information on what SETs should be used 

for, why use of SET scores for employment decisions such as promotion and tenure is 

inappropriate in most circumstances, and how administrators can best evaluate instructors in a 

fair, but efficient manner.  

  

Review of literature on SETs 

 A review of the existing literature on the validity and utility of SETs suggests that the 

topic is a highly controversial one, with scientific studies both in support and against the notion 

that SETs are valid tools for measuring teaching effectiveness (see reviews by Cashin 1995, 

Benton and Cashin 2012, Berk 2013, Benton and Li 2015). However, a careful examination into 

the similarities and differences among these studies reveal there are some critical conclusions 

that can be made about SETs and their utility in the evaluation of individual instructors for 

employment decisions. Specifically, 1. students are not qualified to evaluate faculty for teaching 

effectiveness; 2. the evidence for the validity of SETs for measuring individual teaching 

effectiveness has always been weak and is recently waning; and 3. many sources of bias in SET 

scores exist.   

The literature on SETs uniformly acknowledges that students are not qualified to evaluate 

the effectiveness of a teacher. Rather SETs are used to gather the collective views of a group of 

students about their experience in a course taught by a particular faculty member (Arreola 2007, 

Hativa 2013, Linse 2017). Numerous behaviors and skills define teaching effectiveness - none of 

which students are qualified to rate - such as a professor’s knowledge and content expertise, 

teaching methods, course design and organization, use of technology, quality of course materials, 

assessment instruments, and grading practices (Marsh 2007, Ory and Ryan 2001, Svinicki and 

McKeachie 2011, and Theall and Franklin 2001, Berk 2013). 

Second, and as an obvious consequence of the first conclusion, SETs are not good 

measures of the effectiveness of individual teachers or student learning in individual classes. 

Notably, there are quite a few studies that, at first glance, seem to suggest that SETs are 



positively correlated with teaching effectiveness and student learning; i.e., the validity of SETs 

(e.g., Wright and Jenkins-Guarnieri 2012; see reviews by Benton and Cashin 2012). However, 

when examined more carefully, a common theme to these studies is the finding that SETs are 

useful for measuring teaching effectiveness or student learning in aggregate – that is; SETs can 

be useful when comparing multiple individuals across departments or faculty across programs. 

However, none of these studies provide strong evidence that SETs can be useful in 

distinguishing among the teaching effectiveness of individual teachers, especially with scores 

from a single class. Rather, the majority of research studies on the relationship between SET 

scores and various measures of student learning have shown low to moderate positive 

correlations. Indeed, meta-analyses of previous research into the subject found that the 

correlation coefficient between SET ratings and student learning of course material (as measured 

from final exam scores in courses with multiple sections, each with their own instructor and 

receiving their own SET score) ranged from 0.13 to 0.44 (Cohen 1981, 1982, 1983, Feldman 

1987, McCallum 1984, Clayson 2009). At first glance, these numbers would suggest that, given 

the positive correlation, SETs are a valid instrument for measuring student learning. The problem 

with the relatively low correlations between SET ratings and student learning is that they indicate 

clearly why SETs are not an effective tool to evaluate individual faculty performance in 

individual classes. Consider the highest observed correlation of 0.44; this number means that 

only 20% of the variation in student scores is captured by student learning. The other 80% of the 

variation in student scores is driven by other factors. The result is that it’s entirely possible to 

have instructors who are very effective at teaching, but get very low scores on SETs, and vice 

versa (Fig. 1). Thus, results from these studies suggest that SET scores from a single course has 

little meaning for evaluating the effectiveness of an instructor. At best, SET scores from multiple 

courses taught over multiple years may give some indication of the effectiveness of an individual 

teacher, but due to the limits of the instrument, using them as performance indicators for merit 

increases, promotion, and tenure is unwise (see below).  

Moreover, newer studies on the validity of student ratings has led to decreasing support 

for the validity of SETs, and increased evidence of bias (reviewed by Nilson 2012, also see Uttl 

et al. 2017). Indeed, a recent re-analysis of previous meta-analysis studies found that most of 

them committed the same methodological flaw: they all failed to consider the possibility that the 

small to moderate SET/learning correlations may be an artifact of small sample sizes in the 



majority of studies and small sample bias (Uttl et al. 2017). Specifically, studies with small 

sample sizes were more likely to have strong correlations than studies with large sample sizes. 

The reason, as is often noted in meta-analytical studies, is that studies with small sample sizes 

need strong effects to find significance, and significance is often required to publish results. 

Consequently, if the true correlation is relatively weak, those results often will not show up in the 

published literature.  Uttl et al. (2017) demonstrated that previous studies were in fact subject to 

this small-sample size bias, and that adjusting for this bias substantially decreased the estimated 

correlation coefficient. For example, when Uttl et al. (2017) re-analyzed Cohen’s original 1981 

data, they found an adjusted (for small sample-size bias) coefficient of just r = 0.27 (originally, it 

was 0.43 for overall instructor). Uttl et al. (2017) made similar conclusions about Felman’s 1989 

study (adjusted r = 0.05) and Clayson’s 2009 study (adjusted r = 0.06). Uttl et al. (2017) went on 

to conduct their own meta-analysis, and found no relationship between SET scores and student 

achievement (adjusted r = -0.02 to -0.04).  Other recent meta-analyses of validity data have come 

to similar conclusions (e.g., see Onweugbuzie et al. 2009).   

Third, as indicated by the relatively weak correlation between SET scores and student 

learning, researchers have identified a number of potential sources of bias in SET scores, 

including faculty rank (Braskamp and Ory 1994), gender (Centra and Gaubatz 2000), 

expressiveness (Marsh and Ware 1982), student motivation (Marsh and Dunkin 1992, 1997), 

whether the course is required or not (Centra 2009), the grade the student expects to receive 

(Centra 2003), level of the course (i.e., lower- vs. upper-division classes; Braskamp and Ory 

1994), class size (Hoyt and Lee 2002a), academic discipline (Hoyt and Lee 2002b), and student 

workload (Hoyt and Lee 2002a, Centra 2003). Thus, differences in SETs may reflect individual 

student biases rather than teaching effectiveness per se.  

 The degree to which the prevailing literature supports the notion that SETs are not valid 

instruments for measuring the effectiveness of individual teachers has important implications for 

their use. Most notably, if SETs are used for that purpose in making decisions about annual 

review, merit-based raises, continuation of employment, promotion, or tenure, then departments, 

colleges, and the university open themselves up to lawsuit over those decisions (Wines and Lau 

2006). The problems with the use of SETs in employment decisions is most notable when based 

on ‘global’ questions of teaching effectiveness (e.g., “The instructor’s overall effectiveness 

was…”). Berk (2013) reviewed the appropriateness of such ‘global’ questions for personnel 



decisions and found that they failed four critical standards: psychometric standards (such 

questions tend to have low reliability); representativeness and fairness (it’s not fair to evaluate an 

employee’s performance on a single score); professional standards for employee decision 

(relying on one or two global ratings alone for major summative decisions about faculty 

performance violates various personnel testing and evaluation standards); and legal standards for 

employee decisions (use of single ratings along for major summative decisions about faculty 

performance may violate various laws). Indeed, due to inherent bias that may exist in SET 

scores, use of such scores for employment decisions may result in discriminatory practices based 

on age, gender, race, ethnicity, or other protected classes (U.S. EEOC 2010). 

 

Recommendations  

 Student evaluation scores (especially from a single course) are poor indicators of an 

instructor’s overall effectiveness. For formative evaluations of instructors, ratings should come 

from two or more courses every term, for at least two years, totaling six to eight courses; if any 

course has fewer than 10 raters, data from additional classes is recommended (Benton and 

Cashin 2012). If the evaluations from any one course has a poor participation rate, evaluations 

from that course should not be used. Indeed, some sources (e.g., Berk 2013) suggest that if 

scores are to be used for summative employment decisions, a minimum participation rate of 70% 

is needed. For formative considerations related to course improvement, a lesser 30% 

participation may be sufficient (Berk 2013). Additionally, global questions about teaching 

effectiveness should never be used (Berk 2013); instead, the individual scores from all questions 

is preferred or perhaps a mean or median of the scores from all questions. However, student 

evaluations are not designed to gather comparative data about faculty (Franklin 2001). 

Specifically, biases that students may have against instructors of a particular gender, race, or 

other characteristic are most likely to generate differences in faculty comparisons. Thus, the 

recommendation of this committee with respect to the use of SETs in evaluations of teaching and 

student learning are that SET scores should be used largely in a formative manner (i.e., to 

improve teaching, or at most to evaluate if teaching has improved over time), rather than a 

summative manner (i.e., as an absolute measure of teaching performance). Additionally, the 

committee recommends that evaluations of teaching should include several other methodologies, 

as detailed later in this report, with an emphasis on formative measures, as opposed to 



summative ones. The use of SET scores in a summative manner is fraught with limitations, most 

notably that variation in such scores is often primarily driven by variation in factors unrelated to 

teaching effectiveness or student learning. At most, an instructor who consistently scores poorly 

on SETs across a variety of courses, taught at a variety of times, and in a variety of different 

scenarios (e.g., required versus elective courses) may have poor teaching effectiveness (Berk 

2013, Linse 2017); although such decisions are still unable to overcome potential biases against 

that instructor because of characteristics of the instructor themselves that are unrelated to 

teaching (i.e., gender, race, etc.) 

 However, the committee recognizes the importance of having easily quantifiable and 

repeatable means of evaluating the performance of teachers. We believe that SETs could still be 

used in a formative manner for evaluating teaching performance; specifically, regardless of the 

absolute scores teachers receive on SETs, scores that improve over time are indicative of a 

teacher that considers student learning seriously, and takes steps to improve their coursework, 

teaching style, and student outcomes on a regular basis.  

We caution, however, that even when used in this formative manner SETs should not be 

used exclusively for any purpose related to employment. For both improvement purposes and for 

personnel decisions, the use of multiple methods of teaching evaluation involving multiple 

sources of data should be used (Arreola 2007, Berk 2006, 2009, 2013, Benton and Cashin 2012, 

Braskamp and Ory 1994, Centra 1993). Such methods may include peer review of course 

material, peer review of course instruction (an example of a peer-review evaluation rubric is 

attached; appendix 1), review of metrics of teaching effort by the department chair or other 

supervisor (e.g., are course policies and procedures followed; are preparations made and grades 

submitted in a timely manner, etc.), review by expert outside sources such as the Biggio Center, 

exit and alumni ratings, employer ratings, teaching scholarship, teaching awards, learning 

outcome measures, teaching portfolios, or even self-evaluation of teaching (Berk 2006, 2013). 

Rubrics could be generated for any or all of these metrics that provide easily-used scores for 

quantifiable evaluation of teaching performance. Importantly, to ensure that the evaluation 

system adopted is credible and acceptable, faculty members must have a strong hand in its 

development.  
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Figure 1. This figure represents a hypothetical scatter plot of data with a 0.5 correlation (a bit 
better than the highest correlation found in studies of well-validated student evaluation 
instruments). The data clearly depict a positive relationship between evaluation scores and 
student achievement. Yet, if we pick any two individual courses, the results could be flipped. In 
the case of the two data points highlighted in red, the instructor with the lower evaluation score 
actually generated substantially greater student learning than the instructor with the higher score.  
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Content and Delivery 1 2 3 4 5 N/A Comments 
Appropriate use of time (begins and ends on time)        
Provides introduction/overview of topic/daily goals        
Appropriate level of presentation (Depth and breadth)        
Claritv of presentation (Seems prepared; explains jargon)        
Relevance of information (Stays on topic)        
Knowledge (Uses citations; answers questions clearly)        
Logical flow (Well organized, useful transitions)        
Pace of presentation        
Poses appropriate and clear questions        
Repeats Students' Questions and Comments        
Use of relevant examples in presenting topic        
PowerPoint (Avoids direct reading off of screen)        
PowerPoint (Grammar and spelling)        
PowerPoint (Clarity-Proper font size and visual clarity)        
Use of Demonstration/Links to Concepts        
Use of Active Learning Techniques      0  
Handouts (Useful in understanding topic)        
Provides conclusion/take home message        

       
Physical Presence 1 2 3 4 5 N/A Comments 
Makes eye contact with general audience        
Makes eye contact while speaking to individuals        
Facial expression        
Movement about room        
Posture        
Professional attire        
Use of appropriate hand gestures        
Voice-Audible        
Voice-Variation in inflection and tone        
Voice-Appropriate pace of speaking        

        Social Presence 1 2 3 4 5 N/A Comments 
Composure/Confidence        
Reinforces student participation        
Relaxed teaching style (may include sense of humor)        
Engaging (Interesting and informative)        
Respectful        
Use of student names        

 

Appendix 1 
Example Peer Review Evaluation Sheet4 

 
Scale: 

 
1 =Very Poor; needs serious substantial improvement 
2 =Poor; needs much improvement 
3= Good; needs; needs a fair amount of improvement 
4 "' Very good; needs a little improvement 
5 = Excellent; needs no improvement 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

' 
 
 
 
 
 
 
 
 

Other Comments: 
 
 
 
 
 
 

4 Developed by William Buskist, Auburn University Department of Psychology. Used by 
permission of author. 


